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Systems engineering principles have been percolating in the systems 

engineering community for 30+ years. Based on the work done these 

past three decades, INCOSE has produced this first formal set of systems 

engineering principles peer reviewed by our sister organizations: AIAA, 

IEEE, and NDIA. These principles are not the final set but an initial set 

to help advance the discipline of systems engineering in application of 

the systems engineering processes, provide an indication of the basis of 

systems engineering, and spur further systems engineering research. 

INCOSE is excited to provide a further step in the advancement of the 

Systems Engineering discipline through the publishing of this first set 

of principles. It is hoped and expected that additional principles will be 

discovered/realized and that changes in the understanding of systems 

engineering practice or progress in the definition of the basis will lead to 

further updates of this set of principles. If the reader has any feedback  

or comments on this set of principles, they can post their input on  

incose.org/seprinciples. Many thanks go to the members of the INCOSE 

Systems Engineering Principles Action Team who were engaged, 

responsive, and constructively critical in the review of these principles 

collected from the previous works. Their insights and inputs were 

extremely valuable to the production of this publication. Special thanks 

also go to the peer review organizations from our sister societies, AIAA, 

IEEE, and NDIA. Their review and feedback made a tremendous 

improvement in the publication’s formatting and clarity. We hope that 

this will provide you valuable guidance in your systems engineering 

endeavors whether practical application in the practice of systems 

engineering or research and development in the advancement of  

systems engineering.

PREFACE
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INTRODUCTION

Systems engineering, as does all engineering, exists to develop a solution to meet a need. This is the motivation of 

systems engineers to accomplish their work. But how do systems engineers accomplish this expansive challenge? 

Engineering disciplines have all developed from practice, sometimes over centuries or millennia, to more formal 

engineering basis for each discipline to answer this question. The engineering basis enables the accomplishment 

of more complicated and complex constructions, allowing engineers to achieve designs not previously possible. 

Following this progression, systems engineering practitioners have developed processes that guide the definition, 

development, operations, and retirement of systems stemming from an early set of Pragmatic Principles (Defoe 

1993). As the processes have matured, experience has defined a set of principles and associated heuristics. 

Additionally, recent research into the fundamentals of systems engineering has identified new systems engineering 

principles and hypotheses. This publication captures these systems engineering principles and hypotheses for 

recognition and application by systems engineering practitioners. The codification of these principles and heuristics 

provides a consistent foundation for systems engineering processes and methodologies and a mechanism to 

evaluate and improve these processes and methodologies.

This publication captures the systems engineering principles for application by systems engineering practitioners.

This publication addresses the systems engineering principles and hypotheses of future principles that are 
transcendent across all types of systems, system application contexts, and system life cycle phases.

Terms are defined in the Definition Section below. Definition of terms can be seen by hovering over the 
highlighted term in electronic formats.

PURPOSE:

SCOPE:

DEFINITIONS:
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INTRODUCTION continued

The systems engineering principles and hypotheses in this publication represent the first edition. The current set are 

necessary but have not yet been determined to be a sufficient set. INCOSE formed a Systems Engineering Principles 

Action Team in early 2018. This team reviewed the current developments in systems engineering principles over a 

year, culminating in a set of systems engineering principles based on scientific research and practice heuristics. Peer 

review has provided validation of the current set. As systems engineering advances, further revisions or additions 

may occur through maturing of heuristics, scientific based research, mathematical developments, or sociological 

developments. As the discipline practice advances, a separate document in the future will also capture the systems 

engineering heuristics.
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BACKGROUND

Systems engineering principles have 
slowly been emerging over the past 
3 decades. Sometimes these have 
appeared as a mixture of rules of 
thumb or heuristics for practice 
and nascent principles. Systems 
engineering research literature 
contains several good articles on 
system principles. These principles 
provide a basis for the functioning 
of a system. They seek to group 
scientific axioms, laws, and scientific 
principles into a set of system 
principles. The main themes seen in 
the literature on system principles 
include system governance, 
system theory axioms, and system 
pathologies with a focus on complex 
systems and system of systems.

INCOSE compiled an early list of 
principles. These consisted of 8 
principles and 61 sub-principles 
(Defoe 1993). These principles 
and subprinciples were important 
considerations in practice for the 
success of system developments 
and ultimately became the basis for 
the systems engineering processes. 
Other early work included a set 
of seven system science principles 
exhibited by systems (Hitchins 1992, 
60–71). INCOSE also identified 
organizational principles in a set of 11 
principles dealing with how to work 
successfully within an organization 
(Senge 1990). Project Performance 
International (PPI) (Halligan, 
2002) has a set of SE principles that 

follow along the model set by Defoe 
providing considerations in the 
practice of SE, focusing on specific 
aspects within life cycle phases.

The Korean Council on Systems 
Engineering (KCOSE) provided a 
survey article of 8 works on systems 
engineering principles spanning the 
time from Defoe’s principles through 
2004 (Han, 2004), including an early 
version of the PPI principles. These 
8 works showed evolution of systems 
engineering principles from practice 
focused to more transcendent focused 
principles. In 1997, the INCOSE 
Systems Engineering Principles 
Working Group (no longer active) 
generated a set of 8 principles 
building from the work of Defoe 
over the course of several years of 
discussions. These principles were a 
mixture of process basis, modeling 
guidelines, and an early worldview of 
the systems engineering focus. The 
Institute of Electrical Engineers (IEE, 
2000), now part of the Institution 
of Engineering and Technology 
(IET), produced a set of 12 principles 
that also provided some basis for 
the systems engineering processes 
which are no longer extant. Lawrence 
Berkley National Laboratory (LNBL, 
2001) produced a set of systems 
engineering principles that embody 
the concepts captured by the INCOSE 
systems engineering processes. In 
England, the Defence Engineering 
Group (DEG, 2002) produced a 

Systems Engineering Handbook 
with a brief set of principles guiding 
their processes and capturing some 
aspects of systems principles. Iowa 
State University reportedly produced 
a Systems Engineering Student 
Handbook containing a short list of 
systems engineering heuristic phrases 
stated as principles. The KCOSE 
paper also referenced a lecture on 
systems engineering principles from 
a course at the University of Southern 
California (USC) (Jackson, 2003). 
This lecture defined a principle as “a 
statement or generalization of a truth 
reflected in the systems engineering 
process”, showing the focus on 
processes in the early systems 
engineering principle development. 

Some early forms of systems 
engineering principles were also 
contained in textbooks on complex 
system development (Adamsen II, 
2000). This set of principles assume 
a hierarchical system representation 
(complex systems have since 
shown to be more networks than 
hierarchies) and include statements 
on systems engineering processes. 
Finally, system architecting books 
also included some early systems 
engineering heuristics (Maier and 
Recthtin, 2002). These heuristics 
read as sayings about some aspect of 
systems engineering practice. 
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The KCOSE Technical Board reviewed 
these 8 sources and voted that 8 of 
the principles from these sources 
as a set of systems engineering 
principles, leading to an early form 
of transcendent principles consistent 
with the criteria defined above. These 
sources all show the early evolution 
stages of the systems engineering 
principles as people looked at both 
formal and informal (i.e., course 
notes and student handbooks) sources 
to try and understand systems 
engineering principles. The definition 
of the systems engineering processes 
in works such as the INCOSE Systems 
Engineering Handbook fulfilled some 
of the objectives of these early works 
on systems engineering principles 
and consolidated a lot of the work in 
this area. Recently, the need for more 
transcendent systems engineering 
principles has been recognized, as a 
guide for applying the processes.

Advances in system theory produced 
a set of unified propositions stated 
as seven axioms “from which all 
other propositions in systems theory 
may be induced.”  These seven 
axioms map to 30 scientific laws 
and principles (Adams et al. 2014). 
These axioms focus on the scientific 
basis of systems. Further work on 
these axioms provides an integration 
construct and a slightly different 
mapping to the underlying scientific 
laws and principles (Whitney et al. 
2015). This work provides a strong 
integration and advancement in 
system theory, focusing on the 
principles behind the scientific basis 
of a system. 

Complex system governance provides 
a set of nine metasystem functions 
“to provide control, communication, 
coordination, and integration of 
a complex system.”  These nine 
metasystem functions provide a 
basis for understanding complex 
systems and how to manage their 
acquisition or governance (Keating et 
al. 2016). These functions also extend 
to systems of systems engineering 
(Keating et al. 2017b).

System science approaches also 
incorporate systems theory leading 
to 10 concepts of systems theory 
and systems thinking (Sillitto 2014, 
33–38). These 10 concepts focus 
on system principles providing a 
definition of system characteristics. 
A further development in system 
sciences produced a list of 12 systems 
sciences principles that also focus 
on the characteristics of systems 
(Mobus and Kalton 2015, 17–30). 
The statement and derivation of 
three principles of systems were 
formally derived (Rousseau 2018a, 
665–681). In addition, an architecture 
of systemology and typology of 
system principles provides a good 
classification of scientific principles 
spanning from system philosophy 
through system practice (Rousseau 
2018b). This work led to a framework 
for understanding system science 
principles (Rousseau 2018c).

System pathologies is another 
interesting approach to understand 
“circumstances that act to limit system 
performance or lessen system viability 
(continued existence) and as such 
they reduce the likelihood of a system 
meeting performance expectations.”  
These pathologies define diagnostics 
for understanding systems derived 
from a set of 45 system laws and 
principles (Katina et al. 2016).

NASA undertook an independent 
development activity to develop the 
engineering and mathematical basis 
of systems engineering in 2011. NASA 
established the Systems Engineering 
Research Consortium consisting of 
17 universities, Air Force Research 
Laboratories – Wright Patterson 
(AFRL-WP), and 5 small companies 
actively participating in different 
aspects of systems engineering 
through 2020. A set of more broadly 
applicable systems engineering 
postulates, principles, and hypotheses 
began to emerge in 2013. This 
consortium followed the approach 
of Ludwig Boltzmann in defining 
his postulates on gas distribution 
laws. Boltzmann’s work is an early 
example of how to characterize the 
interactions of complex systems 
in seeking to understand the 
engineering and scientific basis of 
this system. According to Webster’s 
Dictionary, a postulate is something 
assumed without proof to be true, 
real, or necessary. This led to the 
consortium articulating a set of 
postulates and hypotheses underlying 
systems engineering. They expanded 
the postulates in more detail as a set 
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of systems engineering principles. 
This set of systems engineering 
postulates, principles, and hypotheses 
matured over the course of four 
years through peer reviews by the 
Consortium members, various papers, 
and conference panels. (Watson et al. 
2014; Watson and Farrington 2016; 
Watson, Mesmer, and Farrington 
2018; Watson 2018b; Watson 2018c) 
As this research progressed, a set 
of seven postulates, 14 systems 
engineering principles, and three 
hypotheses matured providing more 
specifics in the basis and application 
of systems engineering documented 
in a pair of NASA Technical 
Publications (Watson, Mesmer, and 
Farrington 2020a; Watson, Mesmer, 
and Farrington 2020b).

INCOSE established a Systems 
Engineering Principles Action 
Team to identify a set of principles 
and hypotheses to articulate the 
basic concepts that guide systems 
engineering in 2018. The team 
began with the multi-year work of 
the NASA Systems Engineering 
Research Consortium in the form 
of a whitepaper.  The team mapped 
the systems engineering principles 
(i.e., axioms, laws, and principles) 
found in literature. This mapping 
provided a distilling of the earlier 
works into an initial set of INCOSE 
systems engineering principles and 
resulted in updates to the whitepaper. 
A review of this initial set by the team 
members occurred over a three-day 
meeting in Crystal City, Virginia 
in December 2018. An updated 
revision to the whitepaper resulted 

and led to discussion at the INCOSE 
International Workshop 2019 (IW 
2019) open to the membership. 
Discussion at the IW 2019 resulted 
in updates captured in the article 
on the Systems Engineering 
Principles in the Insight Magazine 
in May 2019 (Watson, et al. 2019) 
and also presented at the INCOSE 
International Symposium 2019 
(IS 2019). The INCOSE Training 
Working Group (TWG) sponsored 
a 3 session training series on the 
systems engineering principles in 
September and October 2019. Review 
and discussion continued as part of 
the INCOSE IW 2020. During 2019 
and into the Spring of 2020, the team 
produced a set of articles to publish 
on the Systems Engineering Body of 
Knowledge (SEBoK). Working with 
the SEBoK editors, a survey article 
of systems engineering principles 
resulted from the work of the team. 
In the Spring and Summer of 2021, a 
series of peer reviews were held with 
the American Institute of Aeronautics 
and Astronautics (AIAA) Systems 
Engineer Technical Committee 
(SETC), Institute of Electrical and 
Electronics Engineers (IEEE) Systems 
Council and IEEE Systems, Man, 
and Cybernetics Society (SMC), 
and the National Defense Industrial 
Association (NDIA) that provided 
valuable input and feedback on the 
systems engineering principles. 
Through this process of mapping, 
review, and discussion a set of 15 
principles and 3 hypotheses stated 
in this publication matured from 
the work of the INCOSE Systems 
Engineering Principles Action Team.  

The principles define the system 
aspects and system influences that are 
of concern to the systems engineer. 
The hypotheses provide statements 
to advance in the understanding 
and prosecution of the systems 
engineering discipline.
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DEFINITIONS

The definition of principle varies 
slightly across the literature.  (Pratt 
and Cook 2017) A principle in this 
work is taken as a fundamental truth 
or proposition that serves as the 
foundation for a system of belief or 
behavior or for a chain of reasoning. 
(Oxford 2018) These principles guide 
the application of the processes and 
approaches for the discipline. The 
principles are transcendent in their 
scope. The Systems Engineering 
Principles Action Team defined a set 
of criteria based on understanding 
of the broad scope of the systems 
engineering discipline. The 
following set of criteria govern the 
identification of a principle:
• Transcend life cycle

• Transcend system type

• Transcend context

• Inform a world view on  
systems engineering

• Not be how-to statements

• Be supported by literature and/or 
widely accepted in the profession 
(it has been proven successful 
in practice across multiple 
organizations and multiple 
system types)

• Be focused, concise, and clear

Thus, a specific system type, a specific 
context in which the system is 
developed and operated, or a specific 
life cycle phase do not form the basis 
for a systems engineering principle. 
Yet the application of the principles 
does vary by these characteristics. 
Systems engineering heuristics, 
documented in a separate publication, 
capture the lessons learned from 
the more narrowly focused system 
contexts.

Heuristics are a form of guidance 
propositions emerging from 
practice in a given context or 
area. Heuristics, as abstractions of 
experience, are trusted, nonanalytic 
guidelines for treating complex, 
inherently unbounded, ill-structured 
problems. They are used as aids to 
decision-making, value judgments 
and assessments. Heuristics, in 
general, are not transcendent.  
Heuristics which are transcendent 
form the kernel for a systems 
engineering principle. (Rousseau, 
Pennotti, Brook 2022) Some of the 
current principles have a heuristic, 
or experience, basis. Heuristics are 
captured in the Heuristics database. 
Hypotheses are potential principle 
statements that have varying 
support and that research can prove 
or disprove. Systems engineering 
hypotheses provide statements 
to advance the understanding 
and application of the systems 
engineering discipline. The evidence 

for these varies, being either positive 
or negative evidence. In some cases, 
there are approaches or heuristics 
that operate on an individual 
hypothesis as stated. In other cases, 
there are approaches that assume 
these individual hypotheses are not 
true.  Thus, these statements require 
a proof from the basis of systems 
engineering defined in Principle 15. 
Proofs provide the basis to promote a 
hypothesis to a principle or to remove 
a hypothesis that is disproven.

Elegant is a term used to describe 
a well-formed systems engineering 
solution. This concept appears in 
some of the principle and hypothesis 
discussions. Robert Frosch first 
introduced the idea that systems 
engineering is to produce an elegant 
design in a speech from 1967. (Frosch 
1993) Mike Griffin expanded this 
into four characteristics of elegant 
systems as: System Efficacy, System 
Efficiency, System Robustness, 
and Minimizing Unintended 
Consequences. (Griffin 2010) System 
elegance then is ‘a system that is 
robust in application, fully meeting 
specified and adumbrated intent, is 
well structured, and is graceful in 
operation.’ (Watson, Mesmer, and 
Farrington 2020a)
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In reviewing the literature references, 
differences between system principles 
and systems engineering principles 
emerge (Watson 2018b). System 
principles address the functioning 
of a system, looking at the scientific 
basis for a system and characterizing 
this basis in a system context. Systems 

engineering principles address the 
engineering approach to developing 
and operating a system. These 
principles provide guidance in the 
application of systems engineering 
processes. The systems engineering 
approach must recognize and utilize 
the system principles, forming 

a relationship between systems 
engineering principles and system 
principles. This relationship exists 
in the scientific basis of systems 
engineering (see Principle 15 on  
page 34).
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SYSTEMS ENGINEERING PRINCIPLES 

The systems engineering principles are stated in this section. Each principle is supported with a description,  
evidence that supports the principle (e.g., observable evidence of the application, proof from scientific evidence),  
and implications in systems engineering practice for application of the principle. Sub-principles are supported by  
a description and encompassed by the higher-level principle description, evidence, and implications.

PHYSIC AL /LOGIC AL PRINCIPLES

ICONS
Systems Engineering Principles have a Physics/Logical focus or a Social focus or both. Icons represent each of these 
focuses and are used to denote the focus of each systems engineering principle. Where a systems engineering principle 
has both focuses, both Icons are used to denote the principle.

SOCIOLOGIC AL PRINCIPLES
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EVIDENCE: The ubiquitous tailoring of systems engineering approaches provides strong support for this postulate. 
Systems engineering approaches must be consistent with the system needs during development and operations. The 
NASA Systems Engineering Consortium research surveying the NASA 17 systems engineering processes provides 
support for this postulate indicating 72% of companies interviewed have systems engineering processes unique to their 
product. More than 7% of the respondents (Componation et al. 2013) do not follow a standard process.

IMPLICATIONS: This principle states that any application of systems engineering considers the specific system 
needs and organizational characteristics in development or operation. The systems engineering methods applied to a 
product will and should vary in emphasis and application based on the nature of that product, its physical application 
environment, and its context. 

Systems engineering in application is specific to stakeholder needs, solution space, resulting system 
solution(s), and context throughout the system life cycle.

PRINCIPLE 1: 

DESCRIPTION: This is the first and foundational statement on systems engineering. The product (system) and its 
operational environment drive systems engineering and the system integrating physics, logic, and social and cognitive 
relationships (context) that are foundational to the specific product or system. Essential to this is the understanding of 
the mission or use of the product as formulated by the product goals. This includes the aspects of the system needed to 
operate in an elegant manner and thus considers the entire product life cycle.

Principle 1 represents all systems types.

Transportation 
Systems

Defense 
Systems

Financial 
Systems

Energy 
Systems

Healthcare 
Systems

Education 
Systems

Agricultural 
Systems

Manufacturing
Systems

Supply Chain 
Logistics

Urban SystemsBiomedical 
Systems

Exploration 
Systems

Telecommunications
Systems

Information
Systems

Other  
System Types

Other  
System Types
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Systems engineering has a holistic system view that includes the system elements and the interactions 
amongst themselves, the enabling systems, and the system environment.

PRINCIPLE 2: 

DESCRIPTION: From a physical, logical, and structural sense, a system is not a single mechanical, electrical, or 
chemical entity (e.g., it is not a single rod, wire, or chemical); it encompasses a set of interacting similar (e.g., mechanical) 
or dissimilar (e.g., mechanical, electrical, chemical) elements or subsystems providing capability(ies) not available 
independently. Systems engineering is concerned with combining multiple elements or subsystems, of various physical 
and logical types, into a best-balanced functional whole to accomplish the mission goals. This principle addresses the 
system integration aspects of systems engineering. Principle 3 addresses the discipline integration aspects below.

EVIDENCE: This principle provides the definition of a system that 
is consistent with mathematical category theory. This theory defines 
a category as a set of objects and the interaction among these objects. 
A system follows this definition where the system elements are the 
mathematical objects; the interactions between these elements, their 
enabling systems, and the environments are the interactions between 
the mathematical objects. Note, that category theory supports 
categories of categories. Thus, a system is the holistic category that 
may contain other categories such as subsystems and the enabling 
systems. In addition, the natural relation in category theory provides 
for the interaction with the system environment. Mac Lane’s 
Categories for the Working Mathematician (1971) provides a good 
description of the mathematics in category theory.

In practice, individual engineering disciplines deal with the development of their specific functions extremely well. 
The integration of these functions with each other and with the environment define the interrelationships that drive 
the final system performance including emergent properties not evident from the individual system functions. Thus, 
the engineering addresses the individual functions well while the integration of the engineering functions makes these 
functions a system. The domain of systems engineering is the set of these integrated relationships. Category theory also 
supports this domain definition where the set of interrelationships fully defines the category (the system). The objects 
exist as the initiating and terminating points for these relations and so are still present, but the interrelationships can 
be seen to provide a definition of the system.

IMPLICATIONS: The systems engineer focuses on the interaction of these subsystems, not as a design engineer 
focused on the details, but as a well-versed integrator. These interactions, occurring simultaneously in system execution 
and operation, are the basis of the logical systems architecture. These system interactions, including interactions with 
the system environment, can drive the design as strongly as the subsystem functions themselves and, when coupled, 
can potentially create unexpected system responses. The systems engineer must understand and manage these 
responses in the full system context rather than a component context.

ENGINEERED SYSTEM

OPERATIONAL & ENABLING ENVIRONMENTS

SYSTEM OF INTEREST

SYSTEM D IN 
OPERATIONAL 
ENVIRONMENT

SUB-SYSTEM D

SYSTEM C IN 
OPERATIONAL 
ENVIRONMENT

SUB-SYSTEM C

SYSTEM B IN 
OPERATIONAL 
ENVIRONMENT

SUB-SYSTEM B

SYSTEM A IN 
OPERATIONAL 
ENVIRONMENT

SUB-SYSTEM A
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Systems engineering influences and is influenced by internal and external resource, political, economic, 
social, technological, environmental, and legal factors.

PRINCIPLE 3: 

DESCRIPTION: The technical aspects of the system are not the only focus of 
systems engineering. Internal and external resource allocations influence the 
approach to systems engineering, as does the approach to systems engineering 
influence these resource allocations. In addition, political, economic, social, 
technological, environmental, and legal (PESTEL) factors (derived from 
business and marketing analysis [Oxford 2016]) are all factors in the context 
in which systems engineering executes. These factors are present in the 
organizational structure and culture. The system under development drives 
the development process that has a corresponding influence on the structure 
of the system’s developmental and operational environment, including 
organizational structure and culture. Similarly, the structure and culture of 
the organization has an influence on the engineering of the system. 

EVIDENCE: Organizational mirroring provides examples where the organization maps to system functions. Research 
in biased information sharing also shows that the organization maintains the system margin that is not always clearly 
identifiable in the system design. (Austin-Breneman, Yu, & Yang 2014; Austin-Breneman, Yu, & Yang 2015) Research 
in sociology has also indicated this principle. (Constant II 1993, 231) Thus, the organizational structure and culture 
has a big influence on the design and information visible within the design. Information on the design can vary by 
organization and can reside in the organization rather than be explicit in the system design, affecting both system 
development and operations.

IMPLICATIONS: The systems engineer must be cognizant of the resources, PESTEL factors, culture, the 
organizational interactions, and their potential impact on the design of the system. The systems engineer must 
understand how information flows through the organization, how the organization filters and interprets the flow of 
information, and how the system design or operational procedures capture the information flow. The systems engineer 
should work with project management and line management to address issues in organizational information flow and 
culture to improve the elegance of the system.

POLITICAL            ECONOM
IC            SO

CIAL           TECHNICAL              ENVIRONMEN
TA

L  
    

   
  L
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Both policy and law must be properly understood to not overly constrain or under constrain the  
system implementation.

PRINCIPLE 4: 

DESCRIPTION: Every project has overarching constraints that extend beyond the physical and environmental. 
Specifically, most (if not all) projects have a limited budget and schedule. In addition, all systems must conform to 
established organizational and government policy and laws. Political processes vary by nation across the world yielding 
variations in the laws produced and the applicability to a system. These policies and laws put additional constraints 
on budgets, schedules, and technical solutions. They can incorporate standards from international and professional 
organizations. These factors provide a context in which the system is developed and operated. In addition, the system 
design choices also influence these factors. The understanding of legislators on what systems can actually achieve 
their intents drives government policy and law. Similarly, the types of systems the corporation or company chooses to 
develop influences corporate/company policy. 

EVIDENCE: Every project has these constraints. Infinite budgets or schedules do not exist. Policy and law application 
pervade our systems. The legislators’ understanding of solutions needed to accomplish their intents drive government 
policy and law. Similarly, corporate/company budgets and schedules are based on the executives’ understanding of the 
budget and timeframe necessary to develop a system. This understanding drives the budget and schedule allocations 
that encompass both total funding and timeframe that the government or corporate /company executives will provide.

IMPLICATIONS: Policy and law act as important constraints on the system. Their application depends on the specific 
system developed and its context (Principle 1). Policy and law, often written in requirements-type language, are not 
requirements. The context for the policies and laws is much different, often being much looser than requirements and 
more likely reflecting high-level system expectations than specific system functional or operational choices. Often, 
most interpret policy as having more flexibility than law. The systems engineer should understand how much flexibility 
is acceptable by those who set the policy (whether government or organizational) and those who pass the laws (Watson, 
Mesmer, and Farrington 2020b, 140-149).

Social choices drive the establishment of these policy and law constraints. People make choices to define budget limits, 
schedule limits, policies, and laws, whether at the national or organizational level. Thus, physical and logical solutions 
through these constraints link social choice theory. These choices are based on an understanding of systems’ abilities to 
achieve the government and corporate/company executives’ intents. This understanding drives the budget and schedule 
allocations and the policies put in place. Similarly, the available budget, available expected duration, and existing policy 
and law can influence choices in the development of a system.
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The real system is the perfect representation of the system.

PRINCIPLE 5: 

DESCRIPTION: This principle provides a statement of the idea long espoused among 
statistical modelers. Models represent various aspects of a system, but the only complete, 
full, or perfect representation of the system is the system itself. This is particularly 
true for cyber systems and other non-deterministic systems where non-deterministic 
system response modeling approaches are not well defined. In modeling a system, the 
system model is composed of multiple models of aspects of that system, and each is an 
approximation to reality.

PROOF: Kullback-Liebler information provides a definition for “ideal” information (Burnham and Anderson 2002). 
This information measure indicating how close a particular model matches the real physical system is: 

I ( f,g) = ∫ f (x)log ( f(x)) dx  — ∫ f(x)log (g(x|θ)) dx (1)
where,
 f(x) is the real physical system,
 g(x|θ) is the model of the system, and
 θ are the model parameters.

Setting this relationship to zero provides a relationship to define the differences in a given model to the real system. 
This provides a proof that the perfect model of the system is the system itself. 

∫ f(x)log ( f(x))  dx – ∫  f(x)  log (g(x|θ))   dx = 0 (2)

∫ f(x)log ( f(x)) dx = ∫ f(x)  log (g(x|θ)) dx (3)

Note, also that copies of systems are not physically identical.

f1 (x) ≠ f2 (x) ≠ … ≠ fn (x) (4)

Thus, a physical system only represents itself identically and not other physical copies of the same system (such as 
copies of the same model from a production line).

IMPLICATIONS: A perfect model, being the system itself, means all other models have limitations. Various system 
models can show various aspects of the system, but no system model can show the complete system. In addition, one 
copy of the physical system is not identical with another copy of the system. Even for software copies across multiple 
production units, corruption can occur in transfer or memory errors. Thus, variation in copies of the same physical 
system exist at various tolerance levels depending on the design and production approaches.
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A focus of systems engineering is a progressively deeper understanding of the interactions, sensitivities, 
and behaviors of the system, stakeholder needs, and its operational environment.

PRINCIPLE 6: 

DESCRIPTION: Progress of the system through development and operations produces a deeper understanding of 
the system as a whole. Progress through system development requires decisions that are more detailed. These detailed 
decisions result from this deepening understanding. The knowledge captured, maintained, and improved by systems 
engineering deepens as the discipline organizations complete their development work and the system functions are 
integrated. This deepening of understanding enables the systems engineering decisions necessary to produce an 
elegant system. The focus of systems engineering is on understanding the interactions of the system, many of which 
are not apparent until system integration (physical integration, logical integration, functional integration). This leads 
to a continuous reduction in system uncertainties and identification of system sensitivities. The systems engineer 
should understand the behavior of the system, including the emergent behaviors, prior to the operational phase. This 
necessitates systems engineering modeling tools to allow a sufficiently deep understanding of the system. As the 
system progresses through the life cycle, the systems engineer seeks the best balance of performance, cost, schedule, 
and risk. Understanding of the system could also regress, if organizational changes occur due to inactivity of an 
organizational element (loss of experience), retirement of key experienced individuals, or closure of suppliers. This loss 
of system understanding is more likely to occur in the later phases of the life cycle, such as operations, due to the lack 
of information flow between life cycle phases.

EVIDENCE: In practice, this deepening of understanding is in any system development or operation. The technical 
assessment process shows this as systems progress from concept review to requirements review to design review 
to acceptance review. This continues in the operational phases with lessons learned abundant for any system. This 
deepening of understanding of the system and its application drives commercial product upgrades or new models. 
Regression of system understanding can also occur in some life cycle extension activities. When system understanding 
is not maintained, the basis of systems specification becomes unclear, and some systems have been found not to 
perform (either underperform or over perform) to their system specifications. In addition, operational procedures can 
lose their basis that makes it difficult to determine when they should be retired or maintained as the system ages.

IMPLICATIONS: Systems engineers derive requirements as the system design progresses. Thus, while systems 
engineers define the mission requirements (part of understanding the mission context) at the beginning of development, 
they define the system requirements progressively. The requirements are a function of the design choices made and 
understood progressively throughout the development phase. This also applies to cost and schedules, particularly for 
new systems where the development or operations result in unexpected changes. Similarly, systems engineers develop 
models to predict system capabilities and then refine these models as they obtain testing and operational experience. 
System models gain fidelity as the design progresses and the systems engineer must manage the interaction between 
subsystem design maturity and system model maturity. These system models become the basis of system operations 
(Watson, Mesmer, and Farrington 2020a, 167-174). If systems engineers do not maintain the system basis, then the 
understanding of why certain procedures or specifications were defined can be lost. This becomes problematic for aging 
systems, particularly as they reach the generational gap for the workforce after 20 years of service.
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There are several sub-principles that define aspects of this progressively deeper understanding of the system 
interactions, sensitivities, and behaviors.

Mission context is defined based on the understanding of the stakeholder needs  
and constraints.

Requirements and models reflect the understanding of the system.

SUB - PRINCIPLE 6(a): 

SUB - PRINCIPLE 6(b): 

The understanding and definition of the mission context (the system application use cases and constraints) is essential 
to a well-developed and operated system. An understanding of the stakeholder needs and constraints on the system 
defines the mission context. This requires an understanding of the stakeholder’s relationship to the system in operation. 
Different stakeholders have different perspectives on what is important (operator versus maintainer versus general 
community). For example, the manufacturer, the driver, mechanic, and general public are all stakeholders for an 
automobile. The perspectives that each of these provide is different and can be either enforcing or conflicting. The 
manufacturer is concerned with production costs and appeal to customers. The driver is concerned with the general 
appearance, amenities, and ease of operation. The mechanic is concerned with accessibility to the vehicle’s engine and 
components. The general public is concerned with safety and environmental impacts. The definition of the system 
application must bring together all of these perspectives. 

The accuracy and completeness of system requirements and system models reflect the understanding of the system. 
A system that is not well-understood leads to poorly stated requirements, requirement gaps, and inaccurate system 
models and representations. The objective of systems engineering is to understand the system in its mission context 
(Principle 11(a)), which then produces the proper specification of requirements and proper representation of the system 
in the system models.
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Requirements are specific, agreed-to preferences within the developing organization.

Requirements and system design are progressively elaborated as the development progresses.

Modeling of systems must account for system interactions and couplings.

SUB - PRINCIPLE 6(c): 

SUB - PRINCIPLE 6(d ): 

SUB - PRINCIPLE 6(e): 

Preferences are attributes of an individual. The organization as a whole, however, must at some point consolidate 
these individual preferences and agree on specific values, such as performance, cost, and schedule that the system will 
achieve. These agreed-to preferences along with some agreement on the uncertainty in their measure are the system 
requirements. These are specific to the system in development. Systems engineering carefully defines the requirements 
(agreements) that are necessary for the successful completion and operation of the system. Integration of the disciplines 
is dependent on these requirements (agreements) between the different disciplines developing or operating the 
system. Configuration management is an important systems engineering function in maintaining these requirements 
(agreements) and managing their change in a consistent and coherent manner.

The definition of mission requirements occurs early in the understanding of the system as a part of mission context. 
System requirements progress through a system requirements review based on configuration decisions. The remaining 
technical requirements derive from system design decisions that progress throughout the development phase. The 
definition of subsystem requirements occurs early in the design phase and the definition of component requirements 
occurs during detailed design activities.

System interactions and couplings vary, involving serial, parallel, nested, and looping relationships. These interactions 
may be mechanical, electrical, logical, chemical, etc. or any combination of these. Often, multiple peer relationships 
provide connections among system functions and the environment. Multidisciplinary Design Optimization (MDO) 
is a system modeling type that accounts for these. Looping, nested, and peer relationships support interactions and 
couplings not usually seen in hierarchical structures that generally only indicate parent/child relationships. In addition, 
hierarchical structures do not distinguish subtle interaction effects from strong interaction effects. Thus, system models 
must account for these interactions and couplings, clearly representing them.
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Systems engineering achieves an understanding of all the system functions and interactions in the  
operational environment.

SUB - PRINCIPLE 6(f ): 

Systems engineering achieves an understanding of the system’s value to the system stakeholders.

SUB - PRINCIPLE 6( g): 

System functions and interactions in the operational environment provide the fabric for understanding the system. 
Requirements are essential agreements (Sub-Principle 6(c)) to allow the organization to work cooperatively but do 
not necessarily represent the function and interactions completely or evenly. Ideally, requirements are level (at the 
same level of detail in the design) and balanced in their representation of system functions and interactions. In 
practice, requirements are not level and balanced in their representation of system functions and interactions. Systems 
engineering ensures the system will perform as the designers expect based not only on their requirements but also on 
their models and designs. This leads to the principle that the proper performance of the system functions (outputs are 
within required ranges for a given input state) is a focus of system engineering. If the requirements are not truly level 
and balanced, a focus on the system functions will assist the systems engineer in ensuring a successful application of 
the system.

System success is contingent on the stakeholders’ expectations, not on the quality of the system requirements, models, 
and design information. System value models that capture the stakeholder’s preferences for the system provide the 
basis to perform system validation. A system value model represents the preferences of the system stakeholders in a 
holistic fashion. This enables finding the system with a set of attributes that best produces the system value correlated 
to the system most preferred by the system stakeholders. System success melds the system as designed and as built with 
the system as expected by the stakeholders. Often systems engineers assume the requirements reflect the stakeholder 
expectations. This is difficult to accomplish in practice due to the melding of external stakeholder expectations with 
developer expectations. Thus, requirements do not clearly reflect the stakeholder (internal or external) expectations in 
many system developments. These expectations are more clearly and directly represented in system value models. These 
system values models, constructed at the beginning of the system development, appear to provide a mathematical basis 
to define and guide the system development with the stakeholder’s expectations throughout the system life cycle.
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Understanding of the system degrades during operations if system understanding is not maintained. 

SUB - PRINCIPLE 6(h): 

The operational phase of a system is generally much longer than the development phase. This occurs for automobiles, 
consumer products, military systems, medical systems, aerospace, and petroleum industry, to name a few. The 
understanding gained in the development phase forms the basis for the operations and maintenance understanding 
of these systems. If systems engineers do not maintain this understanding, then future maintenance activities, such as 
obsolescence upgrades, new application upgrades, and corrective maintenance, require a relearning of the system and 
design decision basis that adds cost and time to the future system upgrades and repairs. Configuration management 
supports the maintenance of the system knowledge throughout the system life cycle. System models provide a mechanism 
to capture and maintain the understanding of the system (e.g., functions, interactions, production, operations) if the 
models are transitioned, maintained, and used in the system’s operational and maintenance life cycle phases. 
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Systems Engineering addresses changing stakeholder needs over the system life cycle.

PRINCIPLE 7: 

DESCRIPTION: Over time, the degree of consistency in stakeholder and user preferences tends to diminish due to 
environmental changes, emerging technologies, or changes in the makeup of stakeholder and user communities. For 
systems with long life cycle phases, these communities and their preferences can change significantly. We see this 
primarily in the operations phase and it also occurs in the development phase of long developments. This variation 
becomes more pronounced as the system lifetime increases. With more variation in stakeholders and stakeholder 
preferences, changes can be introduced to the system that can impact the system’s ability to adapt to these preferences 
or stretch out system development duration. A key to managing these socially driven changes is to recognize when 
these shifts indicate the need for system modification, development of a different system, and the time for the current 
system to move into decommissioning.

EVIDENCE: This is a normal occurrence in the practice of systems engineering. The systems engineering processes 
deal with the change in stakeholders’ expectations. These changes are a major source of change in mission context and 
system requirements. 

IMPLICATIONS: This leads to instability in expectations for the system and in the system requirements. The systems 
engineers must be aware of these changes and account for them as early as possible. Early identification can provide 
for lower impacts to system development cost and schedule and to system operational change timeframes. Systems 
where stakeholders’ expectations have the potential to change should employ more flexible systems engineering process 
application such as agile systems engineering to accommodate changes as the system moves through the life cycle.
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Systems engineering addresses stakeholder needs, taking into consideration budget, schedule, and 
technical needs, along with other expectations and constraints.

Systems engineering seeks a best balance of functions and interactions within the system budget, 
schedule, technical, and other expectations and constraints.

PRINCIPLE 8: 

SUB - PRINCIPLE 8(a): 

DESCRIPTION: Systems engineering solutions must address the stakeholders’ needs and their constraints. Budget 
and schedule constrain the development and integration of the system, the operation and maintenance of the system, 
and the integration of the disciplines developing or operating the system. Note that budget is the amount allocated 
to execute the system development or operation and is not the actual cost. A focus of systems engineering is to keep 
the cost within the budget or recommend when the solution space defined by budget and schedule does not meet the 
intended system application. In addition, other expectations and constraints, such as environmental impacts, economic 
impacts, or social impacts, may also affect the system solution options. The systems engineer must account for each of 
these to ensure a system is developed and operated to satisfy the stakeholders’ needs and constraints as captured by the 
mission context. 

EVIDENCE: Solutions defined in response to the stakeholders’ needs drive system cost, schedule, and other 
expectations and constraints. System budget and schedule problems result from a lack of understanding of the best 
balance of the system within the resource allocations provided and the technical needs of the stakeholders. Unexpected 
consequences can be realized by systems where environmental impacts, economic impacts, and social impacts are not 
recognized or understood. 

IMPLICATIONS: System solutions account for not only the technical performance but also must fit the allocated 
budget, schedule for development and operation, and other expectations and constraints, such as environmental 
impact, and social impact. The systems engineer must understand the cost, schedule, and other impacts as well as they 
understand the technical performance of the system. The systems engineer develops this understanding from the initial 
concept definition and maintains it through the system lifecycle. 

In accounting for all of the system needs and constraints and defining the system’s mission 
context (system’s application), the systems engineer seeks to obtain a best balance of all of the 
stakeholders’ differing preferences. This best balance provides a system that most fully meets 
the system context (resource allocations, PESTEL factors, and the differing stakeholders’ 
preferences). This balance requires a thorough understanding of the system and its mission 
context in order to achieve a best balance within the full system context. 
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Systems engineering decisions are made under uncertainty accounting for risk.

PRINCIPLE 9: 

DESCRIPTION: Systems engineers progressively understand information about the system through the development 
process and through the operations process. There are several sources of uncertainty in the development and 
operations. Some of this is natural based on the progressive understanding of the system. Uncertainty exists due to the 
inability to predict the future with certainty and decision-making. This requires an understanding of a future system 
state that naturally entails a risk of the state not actually realized. Uncertainty arises from many aspects of systems 
engineering, including limited knowledge of system environments and social aspects of the organization that affects 
information maintenance, creation, and flow. Organizational cultural differences can lead to variation in defining 
risks and in risk tolerances that the systems engineer must incorporate. Risk tolerance between individuals in the 
development organization, operational organization, and the stakeholders varies dependent on the system context.  In 
addition, system risk is an aggregation of uncertainties in the underlying system components and associated modeling. 
System risk tends to be at a higher level of aggregation and lower resolution than risk in the components of a system. 
This creates a mismatch that the systems engineer needs to address appropriately. Systems engineering must also 
understand sensitivities to ensure the proper focus on the different uncertainties. Systems engineering models the 
uncertainty and sensitivities throughout the process. Risk in decision-making comes from the need for a sufficient 
understanding of the system context and the knowledge that uncertainty does exist even as understanding improves. 

EVIDENCE: Systems engineering risk processes exist to address this reality. The inability to predict future decisions 
and their impacts leads to risk in the decisions about the system. Selected system solutions have assumptions on what 
factors may or may not manifest themselves. In addition, the unknown unknown factors can drive risk unexpectedly. 
Systems engineers will recognize many of these factors as the system proceeds through development and operations, 
but they may not recognize them at the time needed for the decision.

IMPLICATIONS: Systems engineers are responsible for understanding the system and the system solution 
implications. Systems engineering must properly identify, track, and mitigate risk factors through the development. 
Systems engineers may realize new risks at any point in the development or operations life cycle phases. They should 
recommend risk mitigations understanding the impacts to system functionality, interactions, and stakeholder 
expectations. As the system decisions are made, the risks associated with the decision become apparent.
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Decision quality depends on knowledge of the system, enabling system(s), and interoperating system(s) 
present in the decision-making process.

PRINCIPLE 10: 
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DESCRIPTION: Engineering decisions 
are made formally (i.e., control boards) or 
informally (i.e., study teams). Engineering 
organizations often create trade study or 
task teams to investigate and resolve specific 
problems that is a process of organizational 
flattening. Decision effectiveness depends 
on these decision-making bodies and 
organizationally flat teams involving the 
right decision makers with a sufficiently 
complete understanding of the decision 
context and the decision need. Having a full 
knowledge of the system and its context is 
contained in the decision-making body or 
team, protects against individual biases and 
reduces uncertainty (in particular mitigates 
the absence of information necessary for the 

body or team to make a decision or recommendation). Decisions are process dependent and information needed by the 
decision makers directly drives the decision methods. 

EVIDENCE: Decisions made without a full understanding of the impacts on all phases of the system are known to be 
flawed in practice. These decisions lead to impacts to subsystems, enabling systems, and interoperating systems when 
the knowledge of these systems is not present among the decision makers. 

IMPLICATIONS: Good decision quality requires the right knowledge be present in the decision-making process. 
Having the right knowledge mitigates individual biases and reduces uncertainties in system knowledge. This drives 
the membership of boards in the decision-making process, membership on trade study teams, integrated product team 
structures, and the approach for external coordination. Systems engineers should avoid decision-making processes 
where the system knowledge needed for the system decision is fragmented. Fragmented decision bodies lead to 
system decisions that do not properly balance all aspects of the system and the impacts to the enabling systems and 
interoperating systems. These fragmented systems often operation with unmitigated biases and uncertainties in the 
absence of knowledge about the system. 
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Systems engineering spans the entire system life cycle.

PRINCIPLE 11: 

Systems engineering obtains an understanding of the system.

SUB - PRINCIPLE 11(a): 

DESCRIPTION: Systems engineering is not just a development phase activity. It continues throughout system 
operation, decommissioning, and disposal. The organizational relationships and goals change as the system progresses 
through these phases, but systems engineering continues to integrate the system functions and the system disciplines 
throughout all phases of the system life cycle. Operations engineering is responsible for the operation of the system. 
Systems engineering is responsible for the various changes/upgrades to the system capabilities. 

EVIDENCE: Systems engineering is well understood during the development phases. During the operational phases, 
systems engineering is still essential as the system goes through maintenance upgrades, new application adaptations, 
and obsolescence driven re-designs, among other stages. In addition, during decommissioning and disposal, systems 
engineering is essential to deal with the proper decoupling of the system and ensuring conformance with policy and 
laws affecting the system disposal.

IMPLICATIONS: As the system progresses through its life cycle, the need for systems engineering changes. A 
shift takes place from development to operations in terms of the scope of changes and organizational responsibility. 
Operations engineering is responsible for operating the system while systems engineering is responsible for the 
system changes/upgrades. The baseline operational system, then, becomes the medium in which operational phase 
system changes take place. The organization changes significantly as the system transitions from development to 
operations. Organizational relationships and needs are different. Culture can be very different between development 
and operational organizations. All of this affects the system and the systems engineering must deal with these 
organizational changes. Another organizational change and culture shift occurs during decommissioning and disposal. 

A set of sub-principles defines the specific aspects of systems engineering throughout all of the system life cycle phases.

Understanding the system as a system rather than a collection of components is essential to the successful development 
of any system. The level of understanding of the system that the system engineer possesses underpins everything they 
do in terms of engineering the system.
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Systems engineering defines the mission context (system application).

SUB - PRINCIPLE 11(b): 

The systems engineer integrates all of the different stakeholder group’s 
preferences, PESTEL factors, and resource allocations (budge and 
schedule) to produce a well-founded understanding of the mission context 
(system application). The mission context evolves from this integration 
and understanding activity and is the essential starting point for system 
development and operations activities. 

Systems engineering models the system.

SUB - PRINCIPLE 11(c): 

Systems engineering develops and maintains system-level models to aid 
in the design and analysis of the system as well as provide the necessary 
system basis for the operational and maintenance plans and procedures.
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Systems engineering tests the system.

SUB - PRINCIPLE 11(e): 

System testing comes in many forms including developmental system testing, system qualification testing, verification 
testing, validation testing, certification testing, and acceptance testing.  In all of these, systems engineering is a critical 
aspect of system testing. The systems engineer should define test objectives at the system level to ensure testing not only 
accomplishes specific discipline test objectives but also objectives at the system level. This can involve separate system 
tests, modification of discipline tests for system level objectives, or system-level analysis of test data to obtain a system-
level understanding.

Systems engineering designs and analyzes the system.

SUB - PRINCIPLE 11(d ): 

Systems engineering performs design and analysis at the system level. Ideally, this is not merely a cognitive integration 
of the results of various discipline models, but rather uses system-level models to perform design at the system level. 
This then informs the system-level guidance to the discipline design to ensure the design closes at the system level 
during the design analysis cycles. Systems engineering performs system analysis of the integrated results from the 
discipline analysis in a coherent manner based on the system-level physics/logic. 
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Systems engineering supports the production of the system.

SUB - PRINCIPLE 11(f ): 

The production (manufacture, fabrication, coding) of the system is an integrated activity between the system 
components and the tooling. In addition, changes during manufacturing often have system-level implications and can 
unexpectedly change system interactions. While this sub-phase is the purview of the manufacturing engineer, the 
systems engineer must stay involved to understand changes, update models, and perform analysis to ensure appropriate 
production changes at the system level. 

Systems engineering supports operations, maintenance, and retirement.

SUB - PRINCIPLE 11( g): 

Systems engineering has a key role in system operations defined by system interactions. Systems engineers obtain 
further understanding of the system interactions as the system operational experiences mature. This enhanced 
understanding leads to updates of system models used for operations and potential system maintenance upgrades or 
fixes. Similarly, systems engineering provides the understanding during decommissioning in how to de-integrate the 
system and dispose or repurpose system and organizational assets.
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Complex systems are engineered by complex organizations.

PRINCIPLE 12: 

DESCRIPTION: This principle is fundamental to the execution of systems engineering. The systems engineer must 
deal with both the complex system (the organization) that develops the system and the complex system itself. This dual 
focus forms the basis of systems engineering. The systems engineer is responsible for both integration of the system 
functions and the integration of the disciplines developing these functions. The social interaction within organizations 
working on complex systems is itself complex and is a strong driver in budget and schedule efficiency or inefficiency. 

EVIDENCE: Major system failures have occurred due to the lack of information flow through the organization. 
Organizational structures, particularly for large system developments, are highly socially diverse with diversity in 
people, the engineering disciplines, and the organizational culture. Projects with more than one company involved see 
this organizational complexity increase tremendously. It is difficult in some organizational structures to understand 
how to share the information and what information to share. 

IMPLICATIONS: Complexity resides not only in the system but also in the organization(s) developing and operating 
complex systems. Thus, systems engineers must deal with both the complexity of the system and the complexity of the 
development and operation organization(s). 
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Systems engineering integrates engineering and scientific disciplines in an effective manner.

PRINCIPLE 13: 

DESCRIPTION: The systems engineering discipline is its own engineering discipline, but is also dependent on other 
engineering, scientific, and social disciplines. Systems engineering seeks to integrate and incorporate these other 
disciplines in an elegant manner to produce an elegant system throughout the system life cycle.

EVIDENCE: Multiple engineering and scientific disciplines develop any complicated or complex system with many 
social aspects influencing the integration. These engineering and scientific disciplines with social influences work in an 
integrated fashion, formally and informally, to produce these systems.

IMPLICATIONS: The interaction of the disciplines is a focus of systems engineering. The objective is a basic 
understanding of each discipline with a detailed understanding of their interactions. This incorporates various 
organizational integration aspects. The systems engineer must be cognizant of the organizational and sociological 
influences on the system development and operations. The systems engineer must also “engineer” these relationships.

Systems Engineering Integration of Discipline Interactions
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Systems engineering is responsible for managing the discipline interactions within the organization.

PRINCIPLE 14: 

DESCRIPTION: The correspondence of the organization to the system (whether the organizational structure mirrors 
the system structure or not) is an essential mapping activity in managing the information flow and engineering of 
the system. The maturity of the engineering organization establishes the need for organizational structure formality. 
Successful development of a system by organizations inexperienced in that specific system will require structure 
that is more formal. Seasoned organizations with a specific system can operate successfully with little formal 
organization. Note that project management and organizational line management are concerned with organizational 
unit responsibilities and personnel matters. A concern of the systems engineer is how these units interact as part of 
system knowledge and understanding (system information) flows through the organization. The systems engineer 
works with project management and line management to resolve identified system information gaps or barriers in the 
organizational structure, as these gaps and barriers will lead to flaws in system design, manufacturing, and operation. 
System dynamics models provide an approach to this principle as discussed in “Engineering Elegant Systems: Theory of 
Systems Engineering”. (Watson, Mesmer, and Farrington 2020a)

EVIDENCE: The engineering disciplines each create their building blocks of the system in coordination with other 
engineering disciplines. For example, system dynamics drive the structural loads. System efficiency increases at the expense 
of subsystem efficiency. Integrated performance of the system drives the best balance of system performance. Independent 
subsystem optimization leads to poorer system performance and system efficiency goes down. Appropriate information 
interchange among the engineering disciplines aids in the recognition of impacts to the overall system balance. 

IMPLICATIONS: Systems engineers are responsible for understanding how the organizational structure and culture 
affect the flow of information about the system. The systems engineer ensures proper interaction between the engineering 
disciplines as they produce their aspect of the system. Similarly, in operations, the disciplines must work together to 
ensure consistent and intended system operation and maintenance. Creating a map of this information flow aides in 
understanding how this flow occurs within the organization. Where difficulties are identified, the systems engineer should 
discuss potential changes for improvement with project management and organizational (line) management. Adjusting 
systems engineering process flows may handle some difficult situations. Some may require organizational changes by the 
project manager or line management. These changes may solve one issue and make another information flow path more 
difficult in complex organizations. The systems engineer should evaluate each change and strive for the best balance of 
systems engineering process application with project and line organization structures.
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DESCRIPTION: There are many types of systems simply categorized as 
physical systems, logical systems, social systems, or some combination. 
Since there is not a unified theory of physics, nor a unified theory of logic, 
nor a unified theory of sociology, there is not a unified theory of systems 
engineering. Instead, systems engineering derives from a set of middle-range 
theories that form the basis of the system and the engineering of the system. 

The idea of middle range theories was applied in the development of sociology as a discipline. (Merton 1996) Middle 
range theories are a collection of theories that define the basis for the discipline. In the absence of unified theories, the 
middle range set of theories define major discipline concepts and workings. They may also point in the direction of a 
unified theory, if one exists. Systems engineering has four categories of middle range theories: systems theory, system 
physics/logic, mathematics, and sociology.  None of these categories has been found to have a unified theory.  If there 
were unified theories for these, systems engineering would still be dependent on more than one theory.  Thus, middle 
range theories are essential to the definition of the systems engineering basis. Systems theory exists in various forms, 
such as general systems theory and system dynamics, and seeks to define the unique system aspects of the system. 
System theory does not replace the physical, logical, or social basis of a system but seeks to look at the interactions 
among the different system functions within the system constraints. All of these system theoretical bases have a 
mathematical underpinning. A mathematical structure that integrates the system, physical, logical, and social aspects 
of the system provide the mathematical framework of the system. Systems engineering then has four theoretical bases 
represented in the sub-principles below. These categories are broad systems theoretical basis, system specific physics/
logic systems engineering theoretical basis, mathematical basis, and sociological theoretical basis. 

EVIDENCE: Systems exist as either physical systems, logical systems, social systems, or some combination of these. 
These systems incorporate all of the sciences that define their physical, logical, and social nature. Systems theory 
provides further illumination on the nature of the integrated aspects of the system. Mathematical category theory 
provides the mathematical definition of a system. Category theory provides the mathematical structure to identify the 
system theoretical aspects from the physical, logical, and social functions and interrelationships of the system. 

IMPLICATIONS: This middle-range set of theory provides a complete basis for the systems engineer to understand 
a system. The application will be specific to each system (the theories needed for a cyber-system are very different 
from those needed to build a ship). This structure provides for these differences and allows the systems engineer to 
incorporate the theories needed to understand both the system and the organization developing or operating the 
system. The systems engineer does not need expertise to design each component of the system; the system engineer 
is the expert in how to integrate these components into the intended system. This requires a broad understanding of 
several disciplines rather than a deep understanding in only one. The systems engineer must communicate clearly 
among the engineering disciplines, including understanding terminology differences and the use of similar terms to 
mean something different to a particular discipline. ⦶ to an optical engineer is the angular frequency of light while to 
the mechanical engineer working on the same system it means the angular rotational velocity of a component. Systems 
engineers should translate terminology and not try to enforce commonality among the engineering disciplines. 

Systems engineering is based on a middle range set of theories.

PRINCIPLE 15: 
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Systems engineering has a systems theory basis.

SUB - PRINCIPLE 15(a): 

Systems theory currently has several different forms based on General Systems Theory. (Bertalanffy 1968) (Boulding 
1956) (Hammond 2010) There have been various applications such as system dynamics (Forrester 1968), soft system 
methodology (Checkland 1981), interactive management (Warfield 1976) (Warfield 1994), etc. that seek to define the 
system aspects of a system. Work has been done to integrate these various theoretical approaches leading to a set of 
seven axioms of systems theory (Adams et al. 2015; Whitney et al. 2015). These theories form an important part of 
system engineering and allow for the identification of concepts, such as emergence, as system properties.

Systems engineering has a physical/logical basis specific to the system.

SUB - PRINCIPLE 15(b): 

Systems engineering incorporates the fundamental physical and logical concepts specific to the system. Thus, the physical/
logical basis of systems engineering incorporates the physical/logical basis of the system. The systems engineer must fully 
understand that this is different for different types of systems.
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Systems engineering has a mathematical basis.

SUB - PRINCIPLE 15(c): 

Systems engineering has a sociological basis specific to the organization.

SUB - PRINCIPLE 15(d ): 

Mathematical category theory (Mac Lane 1971) provides a mathematical structure for systems engineering. A 
mathematical category provides a definition of a system that provides a structure to incorporate various physical, 
logical, and mathematical theories into a system representation. Category theory integrates several theories that are 
important to systems engineering. Systems engineers, in engineering the system, manage information about the system 
and its interactions, using this information to make development and operational decisions. The laws and relationships 
defined in information theory govern the information on the system. This also applies to the management of system 
information through the organization as contained. Note, that information theory has a set theory basis and naturally 
extends to the construction of a mathematical category. Systems engineers use information to control the system design 
or system operations that bring in control theory in a broad scope of controlling the information flow about the system 
and in defining the control methods to control system states within relevant acceptable ranges over time. Category 
theory provides for the interaction structure to show these control relationships for the system. Statistical engineering 
is also a significant mathematical tool that allows for systems understanding and accounts for uncertainties and 
sensitivities. Category theory allows for the absence of details within an element and allows for variations of 
relationships that support the application of statistics in defining system relationships.

Systems engineering incorporates the fundamental sociological concepts specific to the development and operations 
organization. Understanding the social structure, culture, and interactions are essential to good information flow within 
and between organizations. Concepts such as specification of ignorance, common terminology, opportunity structures, 
role-sets, and the reclama (reconsideration) process are all important sociological approaches that are part of discipline 
integration. In bringing the disciplines together, the concepts of social ambivalence, social anomie, social dysfunction, 
insider-outsider behavior, unintended consequences, and the self-fulfilling prophecy are also present within organizations. 
These sociological principles provide key approaches to understand and manage the information flow through the 
organization as the disciplines integrate and share their information. This also provides a definition of the key sociological 
barriers to information flow through the organization (Watson, Andrews, and Larsen 2017; Watson et al. 2017).
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SYSTEMS ENGINEERING HYPOTHESES

The hypotheses are statements that research can prove (or perhaps disprove). These statements challenge some of the 
heuristic notions found in complexity theory and are set in a practical application context (with real boundaries and 
constraints) rather than in a theoretical infinite context.

If a solution exists for a specific context, then there exists at least one ideal systems engineering solution for that 
specific context.

HYPOTHESIS 1: 

DESCRIPTION: For a given system context that has a system solution, 
there exists an ideal (optimal or best-balanced) design for the system to 
accomplish the mission. Budget, schedule, decision timeframe, policy, law, 
and organizational culture define the context. 

EVIDENCE: This hypothesis drives objective research into the question of an 
optimal system configuration (a best-balanced system). To achieve an optimal 
design requires having measures of goodness for designs considered as viable 
solutions to the problem. If a viable solution for the engineering problem 
exists then it can be defined in terms of a real function f that is variously 
called an objective function, loss function, cost function, utility function, 
fitness function or (in certain fields), an energy function or energy functional.  

The problem of finding an optimal solution is a mathematically constituted problem of maximizing or minimizing a 
real function ranging over an allowed set. Optimization systematically chooses input values from within an allowed set 
and computes the value of the function. A viable solution that minimizes (or maximizes) this function represents an 
optimal solution (depending on the context).

The Weierstrass Optimization Theorem (also known as the Extreme Value Theorem) (Willis and Finney 2004, pg. 
59) states that given a continuous real-valued objective function f0 (x) where x ∈ X (where X is the variable space or 
decision space), subject to x ∈ D (were D is the constraint region) then f0 will attain a minimum and a maximum at 
least once, that is, there are real numbers c and d in the closed interval [a, b] such that 

f(c)  ≥  f (x)  ≥  f(d) for all x ∈ [a, b] (5)

This implies that if viable solutions exist and there is a principled way of comparing the ‘goodness’ of designs, then 
there is a best (and worst) design given the context.
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Hamilton’s principle (Ginsberg 1998, pp. 282 - 285) directly shows this for a physical system through the relation:

 ∫(t1)(t2) (δT - δV + δW)dt = 0.  (6)
Where
 δT = infinitesimal change in kinetic energy,
 δV = infinitesimal change in potential energy,
 δW = infinitesimal change in work, and
 t = time defined over the range of the system performing work.

This principle shows there is a minimal path of work that balances the system work parameters in accomplishing its 
function. Exergy is an expansion of this principle and research on exergy efficiency of a rocket indicates that an optimal 
system, with an objective of thermodynamic efficiency, defines system efficiency across multiple configurations (Watson 
2018a). This result has not previously been achievable in a quantifiable manner. In addition, the system value model 
offers the ability to define an objective function to optimize the system in each context.

IMPLICATIONS: This hypothesis makes no statement about a global optimum. Rather, this hypothesis states there 
is a local optimum within the confines of the specific developmental and operational context, such as PESTEL. Note, 
this means that if this context changes, the local optimum may also change. In the absence of the knowledge of a best 
balance, the system’s development appears as a sociological balance of organizational preferences rather than a true 
best balance of the system. 
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System complexity is greater than or equal to the ideal system complexity necessary to fulfill all system outputs.

HYPOTHESIS 2: 

DESCRIPTION: In each operational context and decision timeframe, the minimum system complexity required to 
fulfill all the system outputs is the optimal system complexity, and the complexity of alternative system designs are equal 
to or greater than the ideal (optimal). Note that this is not a simpler-is-better hypothesis. Minimal complexity involves 
all aspects of the system as defined by context in the Hypothesis 1 description. Being simple in only one context is not 
necessarily the system with the minimal complexity. The minimal complexity solution involves a best balance of the 
system and may lead to some aspects being more complex than alternatives and other aspects being less complex. Systems 
engineers define the minimal complexity holistically and not based on a subset of system aspects. The definition of system 
complexity is a much-debated topic.

EVIDENCE: This is similar to the statement of Occam’s razor, “plurality should not be posited without necessity” (Duignan 
2018). As Albert Einstein is reputed to have said, “everything should be made as simple as possible, but not simpler,” that 
underlines a powerful truth of system modeling and systems engineering.

IMPLICATIONS: This hypothesis asserts that less complexity is preferable for a given context. This also states that a more 
complex system solution than the optimum can fulfill the system application, but not as elegantly. One must realize that 
the system complexity necessary to complete all intended outcomes of the system satisfies all its operational needs. 
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Key stakeholders’ preferences can be represented mathematically.

HYPOTHESIS 3: 

DESCRIPTION: A system results from a large set of decisions made by decision makers throughout an organization. 
To analyze a decision, three key elements are necessary: preference, beliefs, and alternatives. Hence, for a systems 
engineer to understand how an organization arrives at a particular system, an understanding of the set of decisions, 
each with their elements, is necessary. Each decision maker may have different preferences, beliefs, and alternatives. 
While each of these elements are challenging to understand, preferences are of particular interest to systems 
engineering as they relate to desired system goals. If different preferences are being used to make decisions on a system, 
then those decisions would be inconsistent with each other, meaning it is possible that given the same beliefs and 
alternatives decision makers may decide on different solutions. To enable consistent decision-making throughout the 
organization, systems engineers must elicit, represent, and communicate preferences of key stakeholders to drive to 
outcomes that the key stakeholder prefers. A mathematical representation supports the modeling of the preferences and 
enables analysis of the differences and commonalities in the preferences of different stakeholders. 

EVIDENCE: Many systems engineering approaches use a representation of preference to guide decision-making. 
Goals in goal function trees, objective functions in multidisciplinary design optimization, payoffs in game theory 
(von Neuman and Morgenstern 1953), and utility functions in value-based engineering are just a few examples of 
mathematical representations of preferences used in systems engineering approaches. The premise of these approaches 
is that preferences are mathematically representable and enable a rank ordering of alternatives. Based on these 
examples, system engineers can create a mathematical function that rank orders alternatives in the same way that a 
preference does. Decision Theory also uses mathematical functions to rank order alternatives as an individual with 
their preference would and is widely advocated as a rigorous approach to design and systems engineering.

IMPLICATIONS: The accurate representation of stakeholder preferences enables the systems engineer to assess how 
well the system fulfills these preferences as the system progresses through its lifecycle. While system value modeling 
assumes a mathematical representation of preference exists, accurately representing preferences mathematically is 
still a significant challenge. The elicitation and formation of mathematical representations must become a significant 
task undertaken by systems engineers to adopt these approaches. Beyond enablement of approaches that strive to 
find the best system, mathematical representation of preferences also enables meaningful validation of the system. 
Mathematical representations of preferences allow comparison of the system characteristics with the stakeholder’s 
preferences, answering the validation question: “does the system meet the stakeholder’s intent.” 
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